Good morning! I am here to tell you about the Sensor Information Technology Program, SensIT, an ITO program that began last year, and is now about to enter its second year.

Networked micro sensors technology is a key technology for the future. It was heralded by Business Week last year as one of the 21 most important technologies for the 21st century.

That's just one indicator of its importance. Cheap, smart devices with multiple on-board sensors, networked through wireless links and the Internet, deployable in large numbers, provide unprecedented opportunities for instrumenting and controlling to our advantage homes, cities, the environment, and indeed, the battlefield.

For the military, DoD, and national security, networked micro-sensors are a technology opportunity for a broad spectrum of applications and generating new capabilities, for reconnaissance, for surveillance, and for tactical applications. Smart disposable micro sensors can be deployed across the board, on ground and in the air, on bodies and buildings, on vehicles and under water, all networked to detect and track threats, winged and wheeled vehicles, personnel, and chem-bio agents, and for weapons targeting and area denial.

The emphasis of the SensIT program is on "Information Technology" that enables these capabilities. That is to develop software that embodies algorithms and information processing for distributed micro-sensor networks. Each sensor node will have an embedded processing capability, and will potentially have multiple on board sensors such as acoustic, seismic, IR, magnetometers, imagers, micro-radars, etc.

There will also be storage, wireless links to neighboring nodes, location and positioning knowledge through GPS or other local positioning algorithms. There are other programs at DARPA developing micro-sensor hardware, and SensIT is working in concert with them.

The software development for SensIT will build on two key R&D thrusts,

First, we are developing new networking techniques. In the battlefield context, these sensor devices or nodes should be ready for rapid deployment, in an ad-hoc fashion, and in highly dynamic environments. Today's networking techniques, developed for voice and data, with much reliance on fixed infrastructure, will not suffice. The program is developing new networking techniques suitable for highly dynamic, ad- hoc environments.

The second thrust is networked information processing. That is, how to extract useful, reliable, and timely information from the deployed sensor network. This implies leveraging the distributed computing environment that these smart sensors create for signal and information processing in the network, for dynamic and interactive querying and tasking the sensor network.

SensIT is aimed at generating new capabilities relative to today's sensors. Today, there are systems such as TASS, and REMBASS, but these systems are dedicated, and are not programmable. They are technologies based on transmit only nodes, and a long-range detection paradigm.

SensIT will have new capabilities.

The network will be interactive, and will be programmable with dynamic tasking and querying. Second, it will be a multi-tasked system allowing multiple simultaneous users. Finally, the software and the algorithms can exploit proximity of devices to threats, since the detection ranges are much shorter. This will drastically improve accuracy of detection and tracking.

The software and the overall system design will support low latency, energy efficient operation; built in autonomy and survivability; and, low-probability of detection of operation. As a result, the network of SensIT nodes will support detection, identification, and tracking of threats, and targeting, and communication, both within the network, and to outside of the network, such as an overhead asset.

Let me tell you a bit about the design challenges.

The operating conditions are harsh, uncertain, and dynamic. First, ad- hoc deployment means there is no planned connectivity. So, the connectivity, as needed, must emerge from the algorithms and software. Second, communication links are unreliable; and shadow fading may cut off links. So, the software and the system design should generate the required reliability. This includes issues such as size, or the number of nodes to provide adequate redundancy. Third, on the ground, RF degrades with distance much faster than in free space, which means that communication distance and energy, must be well managed. In such a harsh and dynamic environment, the system should operate autonomously, unattended, and changes to configuration and protocols must be internalized in design without the need for operator intervention.

As a result of the operating conditions, the resources - energy, bandwidth, and the processing power - are dynamically changing, and the network should be able to deal with it.

There are two main overriding challenges.

First, we need good networking techniques to obtain low latency, ad-hoc networks that are survivable and secure.

Security: Not only in the sense of intrusion detection, but also in terms of low probability of detection of the presence of these sensor devices. Also, these sensor networks should be able to handle sensors on fixed and mobile platforms seamlessly.

The second challenge is about networked computing. That is, how to extract useful information from the sensor network. How can the processing required for detection, identification, tracking, can be done collaboratively in the network? Also, how can the processing needed for interactive operation, for querying and tasking, may be done in this distributed computing environment? And, how can these be done optimizing resource consumption, to meet mission latency and reliability requirements, and maximize sensor network operational life?

Let me now give you a snapshot of some on going work in four areas.

The four areas are: Networking, Collaborative Information Processing,

Query Processing and Tasking, and Software Integration/and Experimentation.

First, in the area of networking, we are pursuing alternative approaches to the traditional Internet methods, namely, IP, that is, Internet protocols, including mobile IP. So, no IP addresses. One of the benefits of this is that DoD can freely develop these devices, in very large numbers, without having to worry about getting an IP address for each device. Also, in contrast to IP, routes here are built up from geo-information, on an as-needed basis, and optimized for survivability, and energy. What we are developing is a way to form connections on-demand, for data-specific, or application-specific purposes. IP is not likely to be a viable candidate in this context. IP needs to maintain routing tables for the global topology, and updates in a dynamic sensor network environment incur heavy overhead in terms of time, memory, and energy.

Survivability and adaptation to the environment is built through deploying an adequate number of nodes to provide redundancy in paths, and algorithms to find the right paths. We are exploring diffusion routing methods, which rely only upon information at neighboring nodes.

We are also investigating how system parameters such as network size and density of nodes per square mile affect the tradeoffs between latency, reliability, and energy.

How do networked micro-sensors change the sensing paradigm? First, they will enable dense spatial sampling relative to current methods. Spatially separated signals, closer to phenomena, as opposed to one combined signal, measured from a much greater distance. How do we systematically exploit it? How can the information at one node aid 'better' detection/estimation in another? More generally, with dense events, how can nodes collaborate to build an accurate picture of the events?

We are developing algorithms to do just that.

These algorithms must be asynchronous, as the processor speeds may vary; churning out results with progressively increasing accuracy, so they can be terminated when enough precision is gained; and optimized with respect to energy.

This area of collaborative, distributed, signal processing and fusion is a very new area, and we continue to welcome new ideas in this context.

A sensor field is like a database that you and I have seen, but with many unique features. Data is dynamically acquired from the environment, as opposed to being input by an operator. The data is distributed across nodes, geographically dispersed, and connected by unreliable links. These features render the database view more challenging, particularly so given the low-latency, real-time, and high-reliability requirements of the battlefield.

It is important that users, the soldiers, the Marines, have a 'simple interface' to interactively task and query the sensor network through a simple human-network interface.

For example, through a simple handheld unit, which may accept speech input, the users should be able to access, and command access to, information (priority, type of target etc.), and necessarily hide all details about individual sensors. We are developing a language for querying and tasking to do just that.

Challenges also include finding efficient distributed mechanisms for query and task compilation, placement, data organization, and caching.

We are also investigating engineering issues such as the capacity (memory, MIPS, BW) needed to meet given mission specific requirements and performance.

Mobile platforms could carry sensors, or query devices. Seamless internetworking between mobile and fixed devices is important. The chief point is that internetworking has to be done in the absence of any infrastructure.

Just to give you an example, an airborne querying device could drop a query, and then tell the ground sensor network that it will be flying over a specific location after a minute, where the response to the query should be exfiltrated.

Key challenges for fixed mobile internetworking are mechanisms for mobile and fixed devices to discover each other and protocols for fixed/mobile engagement.  How do we efficiently handle 'intermittent connectivity'? How do we best leverage mobility for collaborative sensing? We are developing solutions to these questions, and continue to be interested in new ideas.

The program is developing the SensIT technology through continual interaction with the military. Our approach is to develop algorithms and software, on experimental platforms, test them in field and laboratory experiments, understand the limitations, and iteratively refine design. We are planning on at least one field experiment and one or more laboratory experiments in each FY to provide real-time proof of functionality of current baseline, and collection of data to support laboratory experiments and ongoing algorithm development. Our first field expedition for data collection and initial demonstration of the technology was at the Marine Corps, Air and Ground Combat Command Center at 29 Palms, CA, last month in August. We took 40 sensor nodes with 150+ sensors on-board these devices, acoustic, seismic, IR, 3-axis seismic, and broadband data collection equipment, to investigate solutions to several applications that include low-latency and precision track table formation of moving targets, multiple target detection and classification, identification of friend or foe, and for spatio-temporal inference and description of environmental events.

We plan on follow up experiments and demonstrations with the Marines, and also plan to have joint experiments with the "Smart Sensor Web" a DDRE initiative. Our software is also being used for simulations by SPAWAR for potential use in the Navy Deployable Autonomous Naval Sensors program. We are also working with Rome Labs to explore potential applications with the Air Force.

SensIT is enabling radical and revolutionary advances to the military. Revolutionary advances in low cost, high-capability military sensing for open field and MOUT operations; for users such as dismounted soldiers, command post, force level; and for applications such as fast tracking of moving targets, area control, weapons targeting, air campaign, and land mine replacement.

I would be delighted to talk to any and all of you interested in contributing to the development of this technology. You can find me this afternoon at the Lobby, or send me an email.

Thank you very much!

